Machine Learning applications/problems in Genomics domain 

Note: I picked a few recent papers as representative examples of machine learning research applications in genomics domain. This is not an exhaustive compilation just what I managed to scour in the little time I had during this weekend and based on my knowledge of this domain. In each area,  each paper’s abstract and some salient features are highlighted. I wished I had more time to devote, however. (Krishna Palaniappan, November 20, 2006)
1. Gene ranking and significance analysis in high-throughput DNA microarray data
An important application of DNA microarray technologies in functional genomics is to classify samples according to their gene expression profiles, e.g., to classify cancer versus normal samples or to classify different types or subtypes of cancer. Selecting genes that are informative for the classification is one key issue for understanding the biology behind the classification and an important step toward discovering those genes responsible for the distinction Many methods for classification and gene selection with microarray data have been developed. These methods usually give a ranking of genes. Evaluating the statistical significance of the gene ranking is important for understanding the results and for further biological investigations, but this question has not been well addressed for machine learning methods in existing works. . 
In this paper, authors (Zhang et al 2006) address this problem by formulating it in the framework of hypothesis testing and propose a solution based on re-sampling.

Existing hypothesis testing methods are not sufficient to handle high-dimensional multivariate analysis problems arising from current high-throughput genomic and proteomic studies. Many machine-learning-based gene selection and classification methods may achieve very good performance in solving the specific classification problems, but the results are usually of a “black-box” type and judging the significance of the features being used for the classification was usually not deemed important. This fact compromises their further contribution in helping biologists to understand the mechanisms underlying the investigated disease classification.

Zhang, C.  Lu X, and Zhang X. (2006) Significance of Gene Ranking for Classification of Microarray Samples. IEEE/ACM TRANSACTIONS ON COMPUTATIONAL BIOLOGY AND BIOINFORMATICS, VOL. 3, NO. 3, JULY-SEPTEMBER 2006

2. Comparative Genome Analysis based on orthologous genes and functional roles

Functions of human genes are often studied indirectly, by studying model organisms such as the mouse. An underlying assumption is that so-called orthologous genes, that is, genes with a common evolutionary origin, have similar functional roles in both species. Exploration of dependencies (regularities and irregularities) in functioning of orthologous genes helps in assessing to which extent this assumption holds. In practice, gene pairs are defined as putative orthologs based on sequence similarity, and we seek for regularities and irregularities in their expression by associative clustering. An exceptional level of functional conservation of an orthologous gene group may indicate important physiological similarities, whereas differentiation of function may be due to significant evolutionary changes 
Authors of this paper (Kaski et al 2006), introduced a new approach for a relatively little studied machine learning or data mining problem: From data sets of co-occurring samples, find what is in common. They have formulated the problem probabilistically, extending earlier mutual information-based approaches. The new solution is better-justified for finite (relatively small) data sets. The introduced method, coined associative clustering (AC), summarizes dependencies between data sets as clusters of similar samples having similar dependencies. They claim this method is particularly suitable for mining functional genomics data where measurements are available about different aspects of the same set of functioning genes. Then, a key challenge here is to find commonalities between the measurements and the answer should reveal characteristics of the genes, not only characteristics of the measurement setups.

Kaski S, Nikkila J, Sinkkonen J, Lahti L, Knuuttila J E A, and  Roos C (2006) Associative Clustering for Exploring Dependencies between Functional Genomics Data Sets IEEE/ACM TRANSACTIONS ON COMPUTATIONAL BIOLOGY AND BIOINFORMATICS, VOL. 2, NO. 3, JULY-SEPTEMBER 2005

3. Detection of ‘hidden’ signals of biological relevance in genomic sequences.
Signals in genomic sequences refer to specific sites or small sequence segments that are directly related to transcription and translation processes or to their regulation. This paper by Rajapakse  et al (2006) deals with computational techniques that identify signals in genomic sequences. Knowledge of the presence of signals in genomic sequences gives insight into transcription and translation processes and the location and annotation of genes, which are vital to the investigations of novel and effective drugs having minimal side effects. They address two important problems in signal detection, how to automatically identify  the transcription start sites (TSS) and recognize the translation

initiation sites (TIS) in eukaryotic DNA sequences, and another important problem in gene annotation: the determination of intron and exon boundaries or splice sites (SS). Combining the probabilistic and neural network approaches in a sensible way would lead to more efficient approaches in modeling and detecting signals. This paper introduces the Markov/neural hybrid approach to signal detection by introducing a novel encoding scheme for inputs to neural networks, using lower-order Markov chains. The lower-order Markov models incorporate biological knowledge differentiating the compositional properties of the regions surrounding the signals; the neural networks combine the outputs from Markov chains, which we refer to as Markov encoding of inputs, to derive long range and complex interactions among nucleotides, that improve the detection of signals.

Rajapakse J C and Ho L S. (2006). Markov Encoding for Detecting Signals in Genomic Sequences. IEEE/ACM TRANSACTIONS ON COMPUTATIONAL BIOLOGY AND BIOINFORMATICS, VOL. 2, NO. 2, APRIL-JUNE 2005

4. In-silico Classification and Prediction methods for Phylotype (taxonomic) assignment of Metagenome DNA Sequences

Motivation for this study stems from the current need to adequately “bin” or classify metagenome DNA sequences with respect to their species origin. Metagenome DNA sequences are directly sampled from a close knit community of microbes of mixed species population. A species is defined in terms of its taxonomic classification in the tree of life. An identified species is usually classified into its taxonomic hierarchical lineage of ranks starting with the root as: domain, phylum, class, order, family, genus and species, strain as the leaf most node. There exist several challenges unique to metagenome dataset. (1) the microbial community of the metagenome dataset is usually made up of heterogeneous species population (2) often, the sampled DNA sequences are short fragments (700 – 800 bp length) containing weak phylogenetic (ie. Taxonomic) signals which can not be assembled into larger contigs of belonging to the same organism (3) depending on the complexity of the community being sequenced, usually dominant or more abundant members tend to have higher coverage of DNA sequences whereas rare or less dominant members will have fewer low coverage DNA sequences. These low abundance members’ DNA sequences cannot usually be assembled into larger contigs, and they may remain as singletons or (so called “shrapnels”). Unlike, single genome sequencing where the sample origin is clonal and it’s species (phylotype)  assignment is known a priori, conventional methods for genome assembly, gene prediction and annotation methods and eventual genome analysis do not perform well for metagenome dataset for reasons mentioned above. Thus the field of metagenome analysis is at its early stages requiring new and innovative tools and analysis methods to deal with large amount of sequence data that are often sparse, noisy and whose species origin is unknown. This study addresses the problem of classifying the DNA sequences arising from metagenome samples to their species origin.
(Excerpt from my project proposal for my class in Decision Support Systems, Spring 2006)

