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In particular, using INITPROB = 0.95 and CUTOFF
= 0.125 is roughly equivalent in running time and
quality of solution to our standard choice of INIT­
PROB =0.4 and CUTOFF = 1.0. Reducing CUTOFF
below 0.125 has the same effect as reducing INIT­
PROB below 0.4: running time is saved but the aver­
age solution quality deteriorates. Limited experimen­
tation also indicated that little was to be gained by
using cutoffs in conjunction with INITPROB = 0.4.

5.2. Rejection-Free Annealing

In the previous section, we investigated the effect of
shortcuts at the beginning of the annealing schedule.
Alternatively, one might attempt to remove unneces­
sary computations from the end of the schedule. At
low temperatures almost all our time is spent in
considering moves that we end up rejecting. Viewing
this as wasted time, Green and Supowit (1986) pro­
pose that we reorganize the computation as follows.
Compute for each possible move the probability Pi
that it would be accepted if chosen. Let the sum of all
these probabilities be P. We construct a probability
distribution over the set of all moves where the prob­
ability of move i is pJP, select a move randomly
according to this distribution, and accept it automat­
ically. Green and Supowit show that this is equivalent
to doing annealing in the ordinary way. Moreover, for
the generalization of graph partitioning that they con­
sider, the probabilities can be updated efficiently. Con­
sequently, the procedure runs more quickly than the
ordinary method as soon as the percentage of accept­
ances drops below some cutoff (11-13 % in Green and
Supowit's experiments). Although we did not investi­
gate this approach ourselves, it appears that for low
values of INITPROB, a time savings of up to 30%
might be obtainable. Note, however, that this ap­
proach may not be generally applicable, as the efficient
updating ofthe p;'s depends in large part on the nature
of the cost function used.

we temporarily modified our generic algorithm to
apportion its time amongst temperatures adaptive/yo
At each temperature we repeat the following loop.

I. Run for SIZEFACTOR * N trials, observing the
best solution seen and the average solution value.

2. If either of these is better than the corresponding
values for the previous SIZEFACTOR * N trials,
repeat.
Otherwise, lower the temperature in the standard
way.

This adaptive technique approximately tripled the
running time for a given set of parameters. Its effect
on solutions could not, however, be distinguished
from that of tripling the running time by changing
SIZEFACTOR or TEMPFACTOR. See Figure 20 for
a display ofsolutions found using the adaptive method
(indicated by Os) and the standard method (indicated
by *s) as a function of running time. SIZEFACTOR
was fixed at 16 and each method was run for the range
of values of TEMPFACTOR used in Tables VIII and
IX, with the smallest value omitted in the nonadaptive
case and the largest value omitted in the adaptive case.
All other parameters were set to their standard values,
with the starting temperature fixed at 1.3. Ten trials
were performed for each value.

Note how solution quality correlates much more
strongly with running time than with method (adap­
tive or nonadaptive). On the basis of these observa­
tions and similar ones for geometric graphs, we saw
no need to add the extra complication of adaptive
annealing schedules to our algorithm. Further studies
ofadaptive cooling may, however, be warranted, both
for this and other problems. The approach we took,
although easy to implement, is rather simple-minded.
More sophisticated adaptive cooling schedules have
been proposed recently in which the cooling rate
is adjusted based on the standard deviation of the
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Figure 20. Results for adaptive and nonadaptive
schedules as a function of running time.
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5.3. Adaptive Cooling Schedules

Although much of the time spent by Annealing at
very high and very low temperatures seems unproduc­
tive, we saw in Section 4.3 that the amount of time
spent at temperatures between these limits had a large
effect on the quality of solution obtained. The follow­
ing alternative method for increasing this time was
suggested by Kirkpatrick, Gelatt and Vecchio Based
on their reasoning about the physical analogy, they
proposed spending more time at those temperatures
where the current average solution value is dropping
rapidly, arguing that more time was needed at such
temperatures to reach equilibrium. To investigate this,



lperature in the standard

adaptive and nonadaptive
l function of running time.

Figure 22. Probability that a given uphill move will
be accepted as a function of the number
of times the temperature has been lowered
under geometric cooling.

Number of Temperature Reductions

A be the size of an uphill move accepted with proba­
bility INITPROB at temperature To. The ith temper·
ature T; is then chosen so that the probability Pi thal
an uphill move of size A will be accepted equal~

«C - i)C) * INITPROB. (This is guaranteed by set·
ting T i = -Aj(ln«C - i)C) * INITPROB), or more
precisely the minimum of this figure and 0, since the
solution may still be improving at temperature Two,
in which case, we will need additional temperature~

to ensure freezing according to our standard criterion
of five temperatures without improvement.)

This cooling method is intriguing in that it yielill
time exposures that approximate straight lines (see
Figure 23), further confirming our hypothesis that the
shapes of such time exposure curves are determined
by the cooling schedule. Based on limited experi­
ments, it appears that this cooling technique is far
more sensitive to its starting temperature than is geo­
metric cooling. For To = 1.3 (corresponding to INIT·
PROB = 0.4 for the graph Gsoo ), we were unable to
distinguish the results for this cooling method from
those for the geometric method when the parameten
were adjusted to equalize running time. In particular,
for C = 100 and SIZEFACTOR = 8, the running time
for linear probability cooling was roughly the same ~
that for geometric cooling under ourstandard param­
eters (346 seconds versus 330), while averaging a
cutsize of 213.5 over 50 runs, compared to 213.3 for
the standard parameters. However, if we set To = 11.3
(corresponding to INITPROB = 0.9), the average cut
increased significantly (to 220.4), even if we doubled
C to take account of the fact that we were starting at
a higher temperature. Recall that under geometric
cooling, increasing INITPROB above 0.4, although it
led to increased running time, had no significant effect
on cutsizes found.

]00

solution values seen at the current temperature.
Promising initial results for such approaches have
been reported by Aarts and Van Laarhoven (1984),
Lam and Delosme (1986), and Huang, Romeo, and
Sangiovanni-Vincentelli (1986).

5.4. Alternative Cooling Schedules

Returning briefly to Figure 13, we note that some
authors have suggested that the shape of this cooling
curve, in particular the points at which its slope under­
goes a major change, may in some way reflect a
process analogous to the phase transitions that H20
undergoes when it is cooled from a gaseous to a solid
state. For these experiments, however, there seems to
be a much better explanation for the shape of the
curve. First note, as displayed in Figure 21, that there
is a direct correlation between cutsize and the per­
centage of moves currently accepted when the cutsize
is encountered, with cutsize improving essentially lin­
early as the probability ofacceptance goes down. Since
the percentage of acceptance presumably is deter­
mined by the temperature, it is natural to ask how our
cooling schedule affects the probability of acceptance.
Figure 22 displays the probability P(t) that an uphill
move of size 1 will be accepted when the temperature
is To(0.95)', where To is chosen so that P(1) = 0.99.
Note how similar this curve is to that in Figure 13.

A natural question to ask is how important is the
nature of this curve? What about other possible meth­
ods of temperature reduction, and the curves they
inspire? To investigate this question, we considered
three proposed alternatives.

The first is what we shall call linear probability
cooling. We first fix INITPROB and the number C of
temperature reductions that we wish to consider. Next
we choose a starting temperature To at which approx­
imately INITPROB of the moves are accepted, letting

Percentage of Accepted Moves

Figure 21. Correlation between cutsize and percent­
age of acceptance for the annealing run
depicted in Figure 13.
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at step i be C/O + log(i» for come constant C, and if
one is willing to wait long enough, then the process
will almost surely converge to an optimal solution.
The catch is that waiting long enough may well mean
waiting longer than it takes to find an optimal solution
by exhaustive search. It is, thus, unlikely that such
results have anything to tell us about annealing as it
can be implemented in practice.

Nevertheless, for completeness, we performed lim­
ited experiments with such logarithmic cooling sched­
ules, executing logarithmic cooling runs of 1,000,000
steps for Gsoo and various values of C. This seems to
give logarithmic cooling the benefit of the doubt,
because a typical geometric cooling run on Gsoo using
the standard parameters took about 400,000 steps.
Note, however, that under logarithmic cooling the
temperature only drops by about 5% during the last
half of the schedule; indeed, after the first 0.1 % of the
schedule it drops only by a factor of 2. Thus, the
choice of C seems to be crucial. Too high a value of
C will cause the annealing run to finish at too high a
temperature for the solution to be frozen in the normal
sense. Too Iowa value will result in almost all the
time spent at near-zero temperatures, thus yielding
results that are little better than Local Opt. For Gsoo ,
the best value of C we could find was one that yielded
a schedule for which the last 80% of the time was
spent with an acceptance ratio between 2 and 3%, and
for which the average cutsize found (over 20 runs) was
219.7, significantly above the 213.3 that our standard
method averaged while using less than half the time.

5.5. Choosing Moves According to Random
Permutations

In our description of the basic annealing process in
Figure 3, the neighboring solution Sf to be tested is
simply chosen randomly from the set of all neighbors
of the current solution. In terms ofgraph partitioning,
we randomly choose a vertex as a candidate for mov­
ing from one side of the partition to the other, inde­
pendently of all previous choices. Although this has
the appeal of simplicity, there are reasons to think it
might be inefficient, Suppose, for instance, that just
one of the N vertices in the graph will yield an accept­
able new solution if moved. Then there is a nonnegli­
gible probability that we may have to perform sub­
stantially more than N trials before we encounter that
special vertex. Thus, it has been suggested that, instead
of picking our moves independently at each iteration,
we should introduce enough dependence so that each
vertex is chosen once in each successive block of N
moves. This can be done while still maintaining a
high degree of randomness, simply by choosing a
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Figure 23. Time exposure for linear probability
cooling.
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The second cooling method we shall call linear
temperature cooling, and it has apparently been used
by some experimenters (e.g., Golden and Skiscim
1986). In this method we choose C and derive a
starting temperature To from INITPROB as before.
The ith temperature T; is then simply «C - O/C) *
To. Time exposures for this cooling method (see Fig­
ure 24) again reflect the curve of acceptance proba­
bility values. This technique proved to be equally
sensitive to the choice of To. For our standard in­
stance Gsoo , setting C = 100, SIZEFACTOR = 8, and
To = 1.3 again yielded an average cutsize over 50 runs
of 213.5 (again using approximately the same time as
geometric cooling), whereas increasing To to 11.3 and
Cto 200 yielded an average cutsize of219.9. Because
of this lack of robustness, it appears that neither linear
probability cooling nor linear temperature cooling is
to be preferred to geometric cooling.

The final alternative we considered was suggested
by the mathematical proofs of convergence for simu­
lated annealing that were discussed in Section 1.4. In
the papers cited there, it is shown that if one changes
the temperature at every step, letting the temperature
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Figure 24. Time exposure for linear temperature
cooling.
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random permutation of the vertices at the beginning
ofeach block, and using that permutation to generate
the next N moves.

Using this modification, but otherwise making no
changes from the standard parameters and starting
time, we performed 100 annealing runs on our stand­
ard geometric graph Gsoo . The average running time
was essentially unchanged, but the average cutsize
found was 212.5, as compared to 213.3 for 1,000 runs
of the standard algorithm. This seems significant
because none ofthe 10 groups of 100 runs that made
up that 1,000 yielded an average better than 212.9. In
view of the results summarized in Table IX, the re­
duction in cutsize obtained by using permutations to
generate moves seems to be almost as much as one
would obtain by doubling the running time and stay­
ing with the standard method. This conclusion was
further supported by experiments with the geometric
graph of Figure 8. Here the average cutsize found
during 100 trials dropped from 22.6 for the standard
method to 20.4 using permutation generation, without
a significant change in running time. If we used per­
mutation generation but reduced the value of SIZE­
FACTOR from 16 to 8, the average cutsize went
back up to 22.8 but we only used half the time of
the standard implementation. Based on these limited
experiments, it seems that move generation by
permutation is a promising approach.

5.6. Using Better-Than-Random Starting Solutions

Many authors have suggested the possibility of using
better-than-random starting solutions, and lower than
normal starting temperatures, to obtain better results,
or at least better running times. We studied this
possibility, and our results indicate that the source of
the better-than-random solutions may be of crucial
significance.

We first studied the effect on annealing of using
partitions generated by K-L, which are far better than
random, as our starting solutions. We revised our
Initial_Solution routine to return the result of K-L
running on a random partition, rather than a random
partition itself. (Since K-L works only on bal­
anced partitions, we actually started from a random
balanced partition, as we normally did for K-L, rather
than a general random partition, as we normally did
for annealing.) We then ran experiments analogous to
those in Figures 16 and 17 to find an appropriate,
presumably lower than normal, value of INITPROB.
Surprisingly, it turned out that the boxplots for these
good starts looked just like the boxplots for random
starts in Figures 16 and 17. The best values ofINIT­
PROB were still 0.3 or 0.4 for our standard random

Graph Partitioning by Simulated Annealing / 885

graph Gsoo , and so no significant speedup could be
expected. Furthermore, for Gsoo the average cutsize
found over 100 runs was exactly the same as the
average for random starts. There also seems to be no
significant benefit to using K-L starts on the 16 stand­
ard random graphs covered by Tables II-V, although
this conclusion is based only on 20 runs with and
without the K-L starts for each graph. (We also did
not attempt to determine optimal values of INIT­
PROB for each graph separately, but stuck with the
value of 0.4 indicated by our experiments with Gsoo .)

The situation for geometric graphs was somewhat
better. Although, once again, the optimal value of
INITPROB was around 0.4 and so no speedup could
be obtained, the use of starting solutions generated
by K-L yields better solutions on average, as seen in
Table XI. As shown in the table, however, for these
geometric graphs there proved to be an even better
starting solution generator, a simple heuristic we shall
call the Line Algorithm. This heuristic is tailored
especially to the geometric nature of these instances.
Recall that a geometric graph is based on a model in
which vertices correspond to points in the unit square,
and there is an edge between two vertices if and only
if the vertices are sufficiently close to each other. In
terms of this underlying model, one might expect a
good partition to divide the unit square into two
regions, and the size of the cut to be roughly propor­
tional to the length of the boundary between the two

Table XI
Average Cutsizes Found for Line, K-L, and

Annealing (the Latter Two With and Without
Good Starting Solutions Compared to Best Cuts

Ever Founda

IVI 5 10 20 40 Algorithm

500 4 26 178 412 (Best Found)

38.1 89.4 328.4 627.8 Line
36.1 89.7 221.0 436.3 K-L
12.5 45.0 200.8 442.8 Line + K-L

21.1 65.8 247.0 680.3 Anneal
22.2 52.4 192.4 507.4 K-L + Anneal
12.9 48.6 217.0 501.1 Line + Anneal

1000 3 39 222 737 (Best Found)

47.2 123.7 381.8 1128.7 Line
70.7 157.5 316.7 857.8 K-L
15.7 64.6 272.0 825.5 Line + K-L

41.2 120.4 355.3 963.8 Anneal
38.1 99.9 295.0 833.8 K-L + Anneal
15.8 54.7 262.5 839.6 Line + Anneal

a These figures do not take running time into account, and
thus, overestimate the relative efficacy of annealing.
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regions. Since the shortest such boundary is a straight
line, this suggests looking at those partitions that are
formed by straight lines.

The Line Algorithm is given as input the coordi­
nates of the points Pi, 1 .,;; i .,;; n, in the model for a
geometric graph and proceeds as follows.

1. Pick a random angle fJ, 0 .,;; fJ .,;; 1r.

2. For each point Pi, compute the y-intercept Yi ofthe
straight line through Pi with a slope equal to tan(fJ).

3. Sort the points according to their values of Yi, and
form a partition between the vertices correspond­
ing to the first nl2 points and those corresponding
to the last n12.

Compared to our more sophisticated algorithms, the
running time for the O(n log n) Line Algorithm was
negligible, e.g., 1.5 seconds for the I,OOO-vertex, ex­
pected degree 5 graph. (Note that by using a linear­
time, median-finding algorithm instead of the sorting
in Step 3, we could reduce the overall time to O(n),
although for the size of problems we consider here,
the time saving is not worth the programming effort.)

Table XI shows the average cuts found for our eight
standard geometric graphs by 20 runs of Annealing
starting from random partitions, K-L partitions, and
Line partitions. For comparison purposes, it also
shows the best cuts ever found by any method and
the averages of 1,000 runs of Line, 2,000 runs of
K-L, and 1,000 runs of K-L from a Line start. Note
that Line by itself is as good or better than K-L for
the sparser graphs, but that the true value of Line
appears to be as an initial partition generator. Even
more intriguing than the averages reported in the table
are the cutsizes of the best partitions found by the
various algorithms for the 1,000-vertex graph with
ntrd 2 = 5: The best partition ever found by random
start K-L has cutsize 26 (compared to 30 for random
start Annealing), the best Line partition found had
cutsize 19, and both Line + K-Land Line + Annealing
found cuts ofsize 3. Moreover, with Line starts, it was
possible to begin Annealing at a very low temperature
(INITPROB = 0.025) without losing on solution qual­
ity, and so substantial speedups (as big as a factor of
5) were possible. (The combination of Line with K-L
was also slightly faster than K-L by itself, no doubt
because fewer K-L iterations were needed, given the
good start.)

Note that the results in Table XI do not take run­
ning time into account. If one equalizes for running
time, Line beats Annealing (usually substantially) on
all but the 500-vertex graph with ntrd2 = 20, and beats
K-L on all the graphs with ntrd2

.,;; 10. Moreover, Line
+ K-L passes Line + Annealing on the two graphs

where it does not already beat it without accounting
for running time. (The especially good value for K-L
+ Annealing on the 500-vertex, ntrd2 = 20 graph
appears to be a statistical anomaly, arising from the
fact that the starting solutions generated by K-L for
these 20 runs had a much better than normal per­
centage of very good cutsizes.)

We conclude from these experiments that there is
value to be gained by using good starting solutions,
but that the nature ofthe starting solutions can make
a crucial difference. It is especially helpful if the start­
ing solutions are in some sense orthogonal to the kinds
ofsolutions generated by annealing, as is the case with
the Line solutions for geometric graphs, which make
use of geometric insights into the nature of the in­
stances that are not directly available to a general
algorithm like annealing that must work for all in­
stances. (One might hypothesize that the reason that
K-L starting solutions were also helpful for geometric
graphs is that the detailed operation ofK-L is adapted
to take advantage of the local structure of geometric
graphs in ways that annealing is less likely to find. See
Section 7 for a brief description of how K-L works.)
Moreover, good starts may be equally or more useful
when used with approaches other than annealing.

The above results mirror practical experience we
had with certain real-life instances. The real-life in­
stances came from a related problem, that of hyper­
graph partitioning. In a hypergraph the edges are sets
ofvertices, not just pairs, and the cutsize for a partition
V = VI U V2 is the number of edges that contain
vertices from both VI and V2 • A scheme for designing
"standard-cell VLSI circuits," developed at AT&T
Bell Laboratories and described by Dunlop and
Kernighan, performs cell layout by repeated calls to a
hypergraph partitioning algorithm. Traditionally the
K-L algorithm has been used for this (it was originally
defined in general hypergraph terms). On real circuits,
it gives its best results when started from a partition
provided by the circuit designers or a slightly random­
ized variant thereof. Such starting partitions were
significantly better than the partitions typically found
by K-L when it was started from a purely random
partition. They made use of instance-specific inside
information, just as the Line starting partitions
did for our geometric instances of ordinary graph
partitioning.

The same behavior was observed with an imple­
mentation of annealing for hypergraph partitioning.
In a victory for our generic approach, this implemen­
tation was obtained from our graph partitioning im­
plementation in a few hours by just making some
minor changes to the problem-specific routines. If
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started from a random partition, annealing was not
competitive with the designers; starting from their
partition, with a low initial temperature, it made
substantial improvements. On certain graphs the im­
provements were more substantial than those made
by K-L, on others they were less. Overall, the compe­
tition between the two algorithms for this application
was inconclusive, so long as one did not take running
time into account.

As a final comment on our experiments with good
starting solutions, we note that they also indicate a
further dimension to the superiority ofAnnealing over
K-L when running time is ignored. For the graph G500 ,

the solutions found by Annealing averaged 9% better
than the initial K-L solutions when INITPROB = 0.4.
They were still averaging 1% better than the initial
K-L solutions when INITPROB was set to 0.025,
which reduced the running time of Annealing by a
factor of 4. In contrast, when we performed limited
experiments in which K-L was started from the final
solution found by Annealing, K-L never yielded an
improvement.

5.7. Approximate Exponentiation

In looking for other savings, a natural candidate for
streamlining is the exponentiation e-t>./T that takes
place once each time through the inner loop of the
code. On a VAX 11-750, even with a floating point
accelerator, this is an expensive operation. Under our
standard parameters, Annealing will perform approx­
imately 400,000 such exponentiations in handling
G500 , and these will take almost one third of the
running time. It thus seems appealing to use some
other function than e-D./T to determine the probability
of acceptance. Although there are mathematical mo·
tivations for using the exponential, they only apply in
certain asymptotic senses (e.g., see Anily and
Federgruen, and Mitra, Romeo and Sangiovanni­
Vincentelli). There is no a priori reason why some
other, simpler to compute function might not serve
just as well or better in the context of the algorithm
as actually used. One appealing possibility is the func­
tion 1 - b./T, which involves just one division and at
least approximates the exponential. It takes less than
1125 as much time to compute on our system, thus
presumably offering about a 33% speedup. On the
basis of 300 runs with this function and our standard
parameters, we can confirm the speedup, and notice
no significant difference in the quality of the solution
(an average cutsize of 213.2 versus 213.3 for e-D./T).

We did not investigate this approximation further
however, as an equivalent speedup can be obtained
by an alternative and better approximation to e-t>./T.
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This better approximation uses the following table
lookup scheme. First note that the ratio between the
smallest uphill move that has a nonnegligible chance
of rejection and the largest uphill move that has a
nonnegligible chance of acceptance is no more than
1,000 or so (an uphill move of size T/200 has an
acceptance probability 0.9950 whereas one of size 5T
has an acceptance probability 0.0067). Thus, to obtain
the value of e-t>./T to within a half percent or so, all we
need do is round 200b./T down to the nearest integer,
and use that as an index into a table of precomputed
exponentials (if the index exceeds 1,000, we automat­
ically reject). Implementing this latter scheme saved
113 the running time, and had no apparent effect on
quality of solution. We have used it in all our subse­
quent experiments with Annealing on other problems,
choosing it over the linear approximation so that we
could still claim to be analyzing what is essentially the
standard annealing approach.

Had we used this approximation in our graph par­
titioning experiments, it would skew the results
slightly more in Annealing's favor, but not enough to
upset our main conclusions, even if we combine it
with the two other major potential speedups uncov­
ered in this study. Table XII shows the reduction in
running time obtained by: 1) using table lookup ex­
ponentiation, 2) doing more generation by random
permutation while halving the temperature length,
as suggested in Section 6.5, and 3) combining a
further reduction in the temperature length (SIZE­
FACTOR = 1) with a corresponding decrease in the
cooling rate (TEMPFACTOR = 0.99358 = (0.95) 1/8)

for smoother cooling, as suggested in Section 5.3. Five
runs of this modified Annealing algorithm were per­
formed for each of the 16 random graphs in our
ensemble, and Table XII reports the ratios of the
resulting average running times to the averages for our
original implementation, as reported in Table IV.

Note that the running time was reduced by a factor
of at least two in all cases, with significantly more
improvement as the graphs became sparser and/or

Table XII
Average Speedups Using Approximate

Exponentiation, Permutation Generation, and
Smoother Cooling (Running Time Ratios)

Expected Average Degree

IVI 2.5 5.0 10.0 20.0

124 0.29 0,28 0.38 0.40
250 0.31 0.36 0.35 0.41
500 0.34 0.39 0.41 0.47

1000 0.34 0.37 0.39 0.49
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Table XIII
Comparison of K-L and C-K-L With Sped-up

Annealing (Percent Above Best Cut Ever Found)

Expected Average Degree

IVI 2.5 5.0 10.0 20.0 Algorithm

124 0.0 0.0 0.0 0.0 K-L's
0.0 0.1 0.0 0.0 C-K-L's
0.0 0.4 0.1 0.2 5 Anneals

250 0.1 0.9 0.5 0.2 K-L's
0.0 0.4 0.6 0.2 C-K-L's
1.8 0.6 0.3 0.0 5 Anneals

500 4.0 3.3 1.1 0.7 K-L's
1.9 2.2 1.2 0.8 C-K-L's
5.7 0.8 0.2 0.2 5 Anneals

1,000 5.2 4.5 1.8 1.0 K-L's
2.0 3.5 1.6 1.1 C-K-L's
3.2 0.8 0.2 0.1 5 Anneals

smaller. The running time reductions for our eight
geometric graphs were similar, with ratios ranging
from 0.33 to 0.45 in all but one case (the ratio for the
500-vertex geometric graph with mrd 2 = 40 was 0.76).
These running time savings were obtained with no
appreciable loss in solution quality: the average cut­
sizes were roughly the same for both implementations.
These speedups for both types ofgraphs alter the time­
equalized comparison of Annealing and K-L reported
in Tables V and VII, as fewer runs of K-L could be
performed in the time it takes to do 5 anneals. The
typical change, however, involves only a minor in­
crease in K-L's expected excess over the best cutsize
found, and K-L still has a significant lead over An­
nealing for all the geometric graphs and for the ran­
dom 250- and 500-vertex graphs with expected degree
2.5. (To see the effect on random graphs, compare
Table XIII with Table V.) Moreover, if we are willing
to go to such efforts to optimize our annealing imple­
mentation, we should also consider attempts to
improve on K-L by more traditional means. We do
this in the next section.

6. MORE ON THE COMPETITORS

Simulated annealing is not the only challenger to the
Kernighan-Lin graph partitioning throne. Alternative
algorithms for graph and hypergraph partitioning re­
cently have been proposed by a variety of researchers,
including Fiduccia and Mattheyses (1982), Goldberg
and Burstein (1983), Bui et al. (1984), Goldberg
and Gardner (1984), Krishnamurthy (1984), Bui,
Leighton and Heigham (1986), and Frankle and Karp
(1986). Some of this work in fact has been stimulated
by the reported success of annealing on certain graph

partitioning problems, researchers having concluded
that the true message in this relative success is not that
annealing is good, but that K-L is a much poorer
algorithm than previously thought.

We have done limited tests of two of the most
promising approaches. The first is based on the
Fiduccia-Mattheyses algorithm, a variant of K-L. The
K-L algorithm operates only on balanced partitions,
and is based on a repeated operation of finding the
best pair ofas-yet-unmoved vertices (one from VI and
one from V2 ) to interchange (best in the sense that
they maximize the decrease in the cut, or if this is
impossible, minimize the increase). If this is done for
a total of I VI/2 interchanges, one ends up with the
original partition, except that VI and V2 are reversed.
One then can take the best of the 1 VI 12 partitions
seen along the way as the starting point for another
pass, continuing until a pass yields no improvement.
For a fuller description, see Kernighan and Lin.

Fiduccia and Matheyses (F-M) proposed to speed
up the process by picking just the best single vertex to
move at each step. This reduces the number of possi­
bilities from 1 V 12 to I V I and, with the proper data
structures (adjacency lists, buckets, etc.) can reduce
the total worst case running time (per pass) to
O( I V I + IE I) from what looks like Q( I V 13

) for
K-L. In practice, this speedup is illusory, as K-L
runs in time O( I V I + IE I) per pass in practice when
implemented with the same proper data structures,
and the two algorithms had comparable running times
in our limited tests. Nor were we able to get F-M to
outperform K-L in the quality of solutions found.
F-M was actually slightly worse under the standard
implementation in which vertices are chosen alter­
nately from VI and from V2 , to ensure that every other
partition encountered is in balance. If instead we
choose to move the best vertex in either VI or V2 , and
use the imbalance squared penalty function of our
Annealing algorithm, F-M improved to parity with
K-L, but no better. (As remarked in Section 4.3, lo­
cal optimization based on this penalty function is
substantially better than local optimization based on
pairwise interchanges: The average of 1,000 runs of
the former on G500 was 276 versus 290 for the latter.)

The second approach has been embodied in algo­
rithms due to Goldberg and Burstein and to Bui,
Leighton, and Heigham, and involves coalescing ver­
tices to form a smaller graph, and applying K-L to
this. Based on our implementation ofboth algorithmS,
the Bui, Leighton, and Heigham algorithm seems to
be superior and can offer a significant improvement
over basic K-L. In this algorithm, one first finds a
maximal matching on the vertices of the graph, and
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forms a new graph by coalescing the endpoints ofeach
edge in the matching (or all but one of them, if the
number of edges in the matching is not divisible by
4). The result is a graph with an even number of
vertices, upon which K-L is performed. The resulting
partition is expanded by uncoalescing the matched
vertices, and, if necessary, modified by random shifts
so that it becomes a balanced partition of the original
graph. This is then used as the starting solution for a
run of K-L on the entire graph, the result of which is
the output of the algorithm. We shall refer to this
algorithm as coalesced Kernighan-Lin and abbreviate
it as C-K-L.

Despite the two calls to K-L, the running time of
C-K-L is less than twice that of K-L, ranging between
1.1 and 1.9 times that for K-L by itself on our test
graphs (the first call to K-L is on a smaller graph, and
the second is from a good starting partition). The
excess over K-L's running time tends to go up as the
density of the graph increases. Taking this increased
running time into account, however, C-K-L outper­
forms basic K-L on all our geometric test graphs and
on the sparser of our random ones. It did not outper­
form Line + K-L on the geometric graphs, however.
Table XIII is the analog of Table V for our test bed of
random graphs. Both K-L and C-K-L are compared
to our original estimate for the best of 5 anneals, with
the time equalization taking into account the speedups
for Annealing reported in Table XII. The K-L data
are derived from our original suite of 2,000 runs per
graph; data for C-K-L are based on 1,000 runs
per graph.

Note that C-K-L dominates our sped-up Annealing
implementation on all the graphs with expected av­
erage degree 2.5 (except the smallest, where all three
algorithms are tied). In comparison, K-L loses out on
the 1,OOO-vertex graph of this type, even when com­
pared to the slower Annealing implementation, as in
Table V. Annealing still seems to be pulling away,
however, as the graphs become larger and denser.

Finally, all three algorithms (K-L, C-K-L, and An­
nealing) can be beaten badly on special classes of
graphs. We have seen the efficacy of the Line Algo­
rithm for geometric graphs. Bui et al. report on an
approach based on network flow that almost surely
finds the optimal cut in certain regular graphs with
unique optimal cuts. Neither Annealing nor K-L
matches its performance on such graphs. For espe­
cially sparse graphs, another possibility suggests itself.
Such graphs may not be connected, and it is thus
possible that some collection of connected compo­
nents might contain a total of exactly I V I/2 vertices,
yielding a perfect cut. Theoretically this is unlikely
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unless the graph is very sparse; normally there should
still be one monster component that contains most of
the vertices, and this was indeed the case for all the
test graphs studied. We were, however, able to generate
a 500-vertex geometric graph with this property by
taking d = 0.05 (expected average degree slightly less
than 4). This graph had an optimum cutsize of 0 that
was found by using a connected components algo­
rithm with an O(n 2

) dynamic programming algorithm
for solving the resulting subset sum problem. Neither
K-L nor Annealing, however; ever found such a cut,
despite thousands of runs of the former and hundreds
of the latter.

7. CONCLUSIONS

In light of the above, simulated annealing seems to be
a competitive approach to the graph partitioning prob-·
lem. For certain types of random graphs, it appears to
beat such traditional heuristics as Kernighan-Lin, as
well as more recent improvements thereon, even when
running time is taken into account. It was substan­
tially outclassed on other types of graphs, however.
Generalizing from the results we observed for random
and geometric graphs, it appears that if the graph is
particularly sparse or has some local structure, it may
well be better to spend an equivalent amount of time
performing multiple runs of K-L or C-K-L, or using
heuristics specially tuned to the instances at hand.

In addition to evaluating annealing's performance
on the graph partitioning problem, our experiments
may also provide some preliminary insight into
how best to adapt our generic annealing algorithm to
other problems. In particular, we offer the following
observations.

Observation 1. To get the best results, long annealing
runs must be allowed.

Observation 2. Of the various ways to increase the
length of an annealing run, adding time to the begin­
ning or end of the schedule does not seem to be as
effective as adding it uniformly throughout the sched­
ule. The latter can be accomplished by increasing
TEMPFACTOR, increasing SIZEFACTOR, or using
adaptive temperature reduction. It is not clear which
of these methods is to be preferred, although a TEMP­
FACTOR increase seems to yield a slight running
time advantage in our implementation.

Observation 3. It may not be necessary to spend much
time at very high temperatures (ones where almost all
moves are accepted). One can reduce the time spent
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Observation 11. In adapting annealing to a particular
problem, it may pay to expand the definition of solu­
tion. One can allow violations of some of the basic
constraints of the problem definition, so long as a
penalty for the violation is included in the cost func­
tion. This allows for a smoother solution space in
which local optima are easier to escape. The smaller
the penalty, the smoother the space, and surprisingly
small penalties may still be enough to ensure that final
solutions are legal, or close to it.

Observation 10. The best values of the annealing
parameters may depend not only on the problem
being solved, but also on the type and size of instance
at hand. One must beware of interactions between the
generic parameters, and between these and any prob­
lem specific parameters that may exist in the imple­
mentation. Given this warning, however, the generic +'
parameter values we derived for our graph partitioning
implementation seem like a good starting point,
assuming they result in feasible running times.

Although based on the study of a single application
of annealing, these observations have been supported
by our subsequent work on other applications. In
particular, they will be USed and elaborated on in the
two companion papers (Johnson et al. 1990a, b),
which report on our experiments adapting simulated
annealing to graph coloring, number partitioning and
the traveling salesman problem.

As a service to readers who would like to replicate "••
or improve upon our graph partitioning experiments .
and desire a common basis for comparison, we are '
prepared, for a limited time, to make electronic copies
available of the graphs used as instances in this study.
Interested readers should contact the first author (elec­
tronic mail address: dsj@research.att.com).
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Observation 6. It appears that better solutions can be
found subject to a given bound on running time, if
one does not simply generate candidate moves one at
a time, independently, but instead uses random per­
mutations to generate sequences of N successive
moves without repetition.

Observation 5. There seems no reason to replace the
standard geometric cooling method by any of the
nonadaptive alternatives we have examined (logarith­
mic cooling, linear temperature cooling, etc.).

Observation 7. Even with long runs, there can still be
a large variation in the quality of solutions found by
different runs. However, up to a certain point, it seems
to be better to perform one long run than to take the
best of a time-equivalent collection of shorter runs.

Observation 4. Simple minded adaptive scheduling
appears to yield no improvement beyond that to be
expected due to the increase in overall running time
it provides. We do not rule out the possibility that
more sophisticated adaptive schedules or schedules
hand-tuned to particular types of instances might be
more effective, especially if instances exhibit evidence
of the "phase transitions" alluded to by Kirkpatrick,
Gelatt and Vecchio No such transitions were evident
in our graph partitioning instances, however. For
these, the shape of a time exposure ofcurrent solution
values seems to be determined mostly by the curve of
declining move probabilities, with no unexplained
irregularities that an adaptive scheduler might attempt
to exploit.
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at such temperatures by using cutoffs, or simply by
starting at a lower temperature. It is not clear if it
makes a difference which technique is used, so long
as the value of the cutoff/starting temperature is
properly chosen. For this, experimentation may be
required.

Observation 8. There can be an advantage to starting
at a good solution rather than a randomly generated
one (an advantage in quality ofsolution, running time,
or both), but this depends strongly on the nature of
the good solution. Starting solutions that take advan­
tage of some special structure in the instance at hand
seem to be preferable to those obtained by general
heuristics.

Observation 9. Replacing the computation of the ex­
ponential e-t>IT with a table lookup approximation
seems to be a simple way to speed up the algorithm
without degrading its performance.
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