    Site Surveys for the 2003 DOE Computer Graphics Forum

   1. Contact and Site Information 

      Site name 
Brookhaven National Laboratory

      Site Division or Group 
Computational Science Center

      Site Representative:

      Last Name 
Smith

      First Name 
Gordon

      Site Rep Mailing Address, including phone, fax and email.

      U.S. MAIL ADDRESS:

      Computational Science Center 

      Building 463-B

      Upton NY 11973-5000

      TELEPHONE: 631-344-3216

      FAX: 631-344-5751

      E-MAIL ADDRESS: Gordon.Smith@bnl.gov or smith3@bnl.gov

   2. Your Group's Mission

          * Define the ongoing mission of your site and group.

            GROUP:

            The Data Analysis and Visualization Group is involved in the

            following aspects of a research project:

            - Software/hardware planning

            - Help estimate computer requirements and prepare proposals

            for research projects data collection, access and management

            methods.

            - Develop or optimize applications that collect and access

            raw data.

            - Manage and migrate data into and out of a structured

            database.

            - Use data visualization to further examine the data in 2D

            or 3D, quickly develop hypothesis and build models.

            - Invoke data mining applications for the discovery of

            patterns, associations, anomalies or unique events, and

            analysis for testing models against the data.

            DIVISION:

            ITD's mission is to support the scientific research and

            advanced technology initiatives of the Laboratory by:

            - Developing a scientific computing infrastructure that can

            support the computing needs that are common among the

            scientific departments.

            - Attracting and retaining highly qualified computer

            scientists in centers of expertise.

            - Providing a reliable and secure high-speed networking

            infrastructure for scientific and business computing.

            SITE:

            BNL is a scientific, non-defense research institution,

            dedicated to basic and applied investigation in a multitude

            of scientific disciplines.

          * Describe the past year's activities of your group. 

            Continued collaboration with upstate NY colleges in a

            visualization / distance-learning project.

            Developed application based on Vis5d software package for BNL

            atmospherics group.

            Visualized design data for KOPIO rare Kaon decay experiment

            in BNL?s Physics Department.

            Upgraded Visualization Theatre projection system.

            Developed software to support Computed Microtomography

            Reconstruction / Visualization Project.

            Developed applications using VTK and parallelized VTK.

            Participated in SC2004. This was our eighth SC exhibit. (SC

            participation is a MAJOR drain on our resources.)

          * What are the plans and priorities for the upcoming year?

            Deploy IBM Intellistations with IBM T221 (Bertha) displays

            to selected scientists? desktops and develop selected

            applications for high-resolution display.

            Continue to collaborate with upstate NY colleges in

            visualization / distance-learning project. Seek new funding

            for expanded project with larger number of Community Colleges.

            Develop software to visualize data from BNL scientific groups.

            Develop software for parallel visualization of large data

            sets on the graphics cluster.

            Develop software for remote visualization.

            Develop theory and software for reconstruction and

            visualization of Computed Microtomography (CMT) data in

            collaboration with Departments of Environmental Sciences at

            ANL and BNL.

            Develop theory and software for data-mining analysis of NIH

            sponsored proteomics research.

            Develop theory and software for image filtering,

            registration, and segmentation for medical applications.

   3. Your Group's Funding

          *Whence comes your funding? E.g., how is your group funded? 

           (Note we're not asking about dollar amounts) 


   4. Your Group's Present Resources
          * Current Hardware platforms.

            SGI:

            ONYX2 IR

            6 cpu (R10000 195MHZ)

            2 raster managers

            2 GB RAM

            ONYX Reality Engine

            1 cpu

            2 raster managers

            512 MB RAM

            Linux clusters in Brookhaven Computer Facility:

            Viz - SGI Graphics Cluster 5 nodes (dual cpu)

            CDIC - 65 nodes (dual cpu)

            BNL - 60 nodes (dual cpu)

            SGI 550L - Linux 2 cpu

            SGI 1450 - Linux 4 cpu

            Octane2 - V8 graphics

            O2 R5000 SC STUDIO Bundle (R5000 cpu, 180 MHz)

            Indigo2

            Indigo2 Extreme

Projection:

Mono or stereo rear projection can be viewed in a 3D

Visualization Theatre using the following equipment:

Barco Passive Stereo Display System:

2 Sim6 Projectors with Circular Passive Stereo Optimization,

Light Shutter Kits, Duet Demultiplexer

Projection Screen: 6 feet x 8 feet (polarization is preserved)

          * Current Software

            VTK (regular and parallelized)

            IBM Data Visualization Explorer (DX) (now OpenDX)

            SGI Performer

            Lightwave 3D

            SGI Volumizer

            ROOT

            Chromium

          * Current Staff

            4.25 FTE divided among these people:

            Robert Bennett robertb@bnl.gov

            Michael McGuigan mcguigan@bnl.gov

            Gordon Smith smith3@bnl.gov

            John Spiletic spiletic@bnl.gov

            Stanimire Tomov tomov@bnl.gov

   5. Growth/expansion plans for the upcoming year

          * Hardware:

            IBM Intellistations with T221 (Bertha) displays ? total of

            12 systems

            24 @Xi Computer Linux nodes ? These are additional nodes for

            our general computational Linux cluster, but each node will

            have an nVidia FX1000 AGP onboard

          * Software:

            Presto Visualizer (maybe)

          * Personnel:

            Several summer interns

   6. Miscellaneous:

          * Additional comments (if any)

            None.

